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1.0. Introduction  

This document describes the theoretical basis of MODIS Atmosphere Level 3 (L3) 

products.  Topics covered include computational approaches and scenarios, subsampling and 

gridding characteristics and caveats, the impact of Level 2 (L2) confidence flags on L3, and 

finally a breakdown of the parameters and statistics computed in L3. 

The ñLevelò terminology is used to denote broad categories of MODIS data products:  

Level 0 (L0) denotes raw spectral channel counts, Level 1B (L1B) denotes calibrated and 

geolocated radiances, Level 2 (L2) denotes orbital-swath science products, and finally Level 

3 (L3) denotes global-gridded science products. 

All L3 MODIS Atmosphere products, retrieved from MODIS instrument and ancillary 

data, are grouped into user-friendly Hierarchical Data Format (HDF) files based upon the 

platform (Terra or Aqua) and temporal period of collection (Daily (08_D3), Eight Day 

(08_E3), and Monthly (08_M3)). 

Terra data use a MOD prefix in the HDF file name.  Aqua data use a MYD prefix.  So, 

for example, a Terra L3 Daily file would have an HDF filename prefix of MOD08_D3 and 

an Aqua L3 Daily file would have an HDF filename prefix of MYD08_D3. 

The Terra overpass time at the equator is around 1030 local solar time in its descending 

(daytime) mode and 2230 local solar time in its ascending (nighttime) mode. The Aqua over-

pass time is around 1330 local solar time in ascending (daytime) mode and 0130 local solar 

time in descending (nighttime) mode. 

L3 Atmosphere products contain hundreds of 1° × 1° global gridded Scientific Data Sets 

(SDSs) or statistics derived from the L2 products of Aerosol (04_L2), Water Vapor (05_L2), 

Cloud (06_L2), and Atmospheric Profile (07_L2).  L3 SDSs derived from Cloud Mask 

(35_L2) related data are actually read from (duplicated in) the Cloud (06_L2) product, there-

fore the L2 Cloud Mask (35_L2) product is never read (directly) into L3. 

MODIS atmosphere products are grouped as follows.  Earth Science Data Type (ESDT) 
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names, used to identify each product by their HDF filename, are provided in parentheses. 

Level 2 Products 

Å Aerosol Properties (04_L2) 

Å Water Vapor (or Precipitable Water) (05_L2) 

Å Cloud Properties (06_L2) 

Å Atmospheric Profiles (07 _L2) 

Å Cloud Mask (35_L2) 

Å Joint Atmosphere (ATML2) 

Level 3 Products 

Å Daily Global (08_D3) 

Å Eight-day Global (08_E3) 

Å Monthly Global (08_M3) 

Each Level 2 atmospheric parameter is retrieved at a spatial resolution determined by the 

sensitivity of retrieval, not necessarily on a single field of view (FOV) basis of the MODIS 

spectral band retrieval needed to perform the retrieval.  Resolutions of L2 science products 

are at 1 × 1, 5 × 5, and 10 × 10 km.  Level 3 atmospheric parameters are computed at 1° × 1° 

spatial resolution. 

MODIS Level-3 Hierarchical Data Format (HDF) product files have standardized file-

names that are detailed below. 

Terra (AM) Platform:  

 
Aqua (PM) Platform:  

 

 

Note that:  (i) all times are UTC times, not local times, and (ii) the MOD08_D3 prefix represents a daily L3 
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Terra platform file.  Daily Aqua platform files have the prefix MYD08_D3.   Eight day files have the prefix 

MOD08_E3 and MYD08_E3.  Monthly files have the prefix MOD08_M3 and MYD08_M3. 

The Collection ñversionò denotes a complete set of MODIS files that are earmarked by 

comprehensive changes (updates) to the science algorithms.  Collection 5 was completed in 

calendar year 2006.  Collection 6 is expected to begin in early 2009.  Details on the changes 

implemented in each Collection are available in the ñproductsò section of the MODIS-

Atmosphere web site (modis-atmos.gsfc.nasa.gov).  Occasionally significant updates are im-

plemented in the middle of a Collection.  This is only done when a L2 or L3 operational al-

gorithm software bug is discovered that seriously impacts one or more of the Scientific Data 

Sets (SDSs) contained within a L2 or L3 HDF file.  Scientists working with MODIS data 

should always be aware of updates applied to the operational software (especially those ap-

plied in the middle of a collection) by visiting the óPGE Historyô page in the ñproductsò sec-

tion of the MODIS-Atmosphere web site (see link above). 

1.1. Approach  

The Collection 5 L3 MODIS Atmosphere Daily Global Product contains nearly 700 sta-

tistical Scientific Data Sets (SDSs) that are derived from 106 scientific parameters read from 

four Level-2 MODIS Atmosphere Products: Aerosol, Water Vapor, Cloud, and Atmosphere 

Profile. 

The Collection 5 L3 MODIS Atmosphere Eight-Day and Monthly Global Products con-

tain over 900 statistical Scientific Data Sets (SDSs) that are derived from statistics within the 

Daily L3 Global product only. 

All statistics are sorted into 1° × 1° cells on an equal-angle global grid (see section 2.0).  

A number of statistical summaries are computed for each of these L3 products, depending on 

the parameter being considered. Statistics for a given measurement might include: 

¶ Simple (mean, minimum, maximum, standard deviation) statistics 

¶ Parameters of normal and log-normal distributions 

¶ Fraction of pixels that satisfy some condition (e.g., cloudy, clear) 

http://modis-atmos.gsfc.nasa.gov/
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¶ Histograms of the quantity within each grid box 

¶ Histograms of the confidence placed in each measurement 

¶ Joint Histograms and/or regressions derived from comparing one science parameter to 

another, statistics may be computed for a subset that satisfies some condition. 

1.1.1. Time span   

L2 MODIS data granules (input to L3 Daily) are always time-stamped using Coordinat-

ed Universal Time.  Coordinated Universal Time is International Atomic Time (TAI) with 

leap seconds added at irregular intervals to compensate for the Earthôs slowing rotation. 

These added leap seconds allow Coordinated Universal Time to track the mean solar time at 

the Royal Observatory, Greenwich (GMT). 

Coordinated Universal Time is abbreviated UTC.  The International Telecommunication 

Union wanted Coordinated Universal Time to have a single abbreviation for all languages. 

English speakers and French speakers each wanted the initials of their respective languagesô 

terms to be used internationally: ñCUTò for ñcoordinated universal timeò and ñTUCò for 

ñtemps universel coordonn®.ò  This resulted in the final compromise of using ñUTC.ò 

Each L2 MODIS granule (stored in a single HDF file) contains 5 minutes of data.  The 

time stamp (which is part of the HDF file name) shows the start of the 5-minute data collec-

tion period.  For example, a L2 MODIS granule (contained within a single HDF file) might 

have a time stamp of 1430.  This means the start time of data acquisition was 14:30:00 UTC.  

The subsequent HDF granule would have a time stamp of 1435, which corresponds to an ac-

quisition start time of 14:35:00 UTC. 

In Collection 051 and earlier, the Daily L3 product contained statistics computed from a 

set of L2 MODIS granules (HDF files) that spanned a 24-hour (00:00:00 to 23:59:59 UTC) 

interval.  In the case where a L2 parameter is only computed during the daytime, then only 

daytime files are read to compute the L3 statistics. 

In Collection 006 and later, Daily L3 product contained statistics with tweaked time 

http://en.wikipedia.org/wiki/Leap_second
http://en.wikipedia.org/wiki/French_language
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stamps (as much as 3 hours before the start of or 3 hours after the end of a GMT day) such 

that data gaps and or data overlap near the (time and/or geographic) boundary are mitigated.  

So in Collection 6 data, one will rarely see data gaps near the International Date Line or data 

observed nearly 24 hours apart being mixed together.  This provides a cleaner and clearer day 

to day boundary in the stored HDF Daily data. 

The Eight-Day L3 product is computed from 8 consecutive Daily L3 product files.  The 

start date for the 8-day interval is always reset to January 1st at the beginning of each calen-

dar year, however the last 8-day interval in each year is allowed to span over the first few 

days of January.  For example, the last eight-day interval for 2005 runs from 12/27/05 to 

1/3/06, while the first eight-day interval for 2006 runs from 1/1/06 to 1/8/06. Users should 

note these days of overlap when evaluating a set of 8-day product files that span several 

years. 

The Monthly L3 product is computed from the complete set of daily files that span a 

particular month.  There are never any days of overlap (like that which exists in the eight-day 

product). 
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1.1.2. Definition of Day change between Collection 5/51 and Collection 6 

 The use of the hardwired 24-hour (00:00:00 to 23:59:59) UTC time stamp interval to 

determine a ñdata dayò in Collection 051 and earlier caused 2 troublesome problems.  First 

there was an every other day repeating pattern seen in the L3 Daily (08_D3) data/images. 

This pattern showed an apparent ñdata gapò on one day, where there appeared to be missing 

granules or sometimes a missing orbit near the International Date Line.  Then on the subse-

quent day there was ñdata overlapò, where the ñmissingò granules from the previous day 

were mixed in with the granules from the new day ï effectively combining data observed 

nearly 24 hours apart to be averaged together.   This can be seen in Figure 1 below.  Figure 2 

shows the same two days of data, except using Collection 6 data, which had the new C6 

ñDefinition of Dayò update applied ï effectively repairing (eliminating) the problem.  
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Figure 1. Two consecutive days of Collection 51 MODIS data showing the orbital gap, then orbital 

overlap problem.  This pattern repeats every 2 days ï and was caused by using a fixed 0000-

2400 UTC definition of ñDayò.   

 

 

Figure 2. The same two consecutive days of data shown in Figure 1 except this time depicting Collec-

tion 6 (C6) MODIS data, showing the data gap and overlap problem (that was found in 

C5/C51 and earlier Collections) repaired by the new C6 ñDefinition of Dayò update.  

  

2.0. Gridding  

All MODIS Atmosphere L3 SDSs are stored on an equal-angle latitude-longitude grid 

(cf. Figure 3). 
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Figure 3. A latitude-longitude rectangular grid.  

 

The grid cells are 1° × 1°, which means the MODIS Atmosphere L3 output grid is al-

ways 360 pixels in width and 180 pixels in height.  An example of a MODIS Atmosphere L3 

Scientific Data Set (SDS) mapped on a 1° × 1° latitude-longitude grid is shown in Figure 4. 

The L3 grid cell indexed (1,1) in the SDS is located at the upper left corner of the map 

and corresponds to a grid box with boundaries of 89° to 90°N latitude and 179° to 180°W 

longitude. 

 

Figure 4. An example L3 SDS shown in its native latitude-longitude projection format.  

 

The assignment of L2 pixels (to a L3 grid cell) that fall exactly on a L3 grid boundary is 

performed using the following convention: L2 pixels that fall exactly on the first whole de-
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gree boundary 90°N (+90.0) latitude and 180°W (-180.0) longitude are binned in the L3 grid 

column and row #1.  L2 pixels that fall exactly on the second whole degree boundary 89°N 

(+89.0) and 179°W (-179.0) are binned in L3 grid column and row #2.  The exception to this 

logic occurs in the last L3 grid row (89°S to 90°S), which contains both whole degree lati-

tude boundary pixels (-89.0 as well as -90.0).  There is no exception for the last L3 grid col-

umn (179°E to 180°E) since +180.0 and -180.0 represent the same physical location (these 

L2 pixels are binned in the first L3 grid column). 

An important property to note when considering L3 gridding occurs due to distortion in 

the latitude-longitude map projection as one moves poleward.  The actual (real world) size of 

each 1° × 1° grid box physically shrinks when moving from the equator toward the pole due 

to the convergence of longitude lines on the globe (see Figure 5).  At the equator each 1° × 1° 

grid cell is roughly 12,321 km2 in size, at the pole each 1° × 1° grid cell is only 107 km2 or 

less than 1/100th the size. 

 

Figure 5. Convergence of longitude lines produces shrinking of 1° × 1° grid cells toward the poles.  

It should be noted that there is also a variation of pixel size in L2 (input) products due to 

viewing (scan angle) distortion.  For example, in 1 km (nadir) resolution L2 data, the L2 pix-

els expand due to view angle distortion when moving from nadir towards the limb (high scan 

angles) of the MODIS scan (see Figures 6 and 7).  These same distortion factors apply to 5 

and 10 km native resolution L2 pixels. 



 

10 

 

 

Figure 6. L2 pixel overlap due to scan width growth as a function of scan angle. 

 
* ..*..*..* .. cross-track dimension 

_______ along-track dimension 

Figure 7. Growth of a 1-km resolution L2 pixel as a function of scan angle.  

This viewing distortion of L2 input pixels means that there are fewer L2 pixels to aver-

age in the computation of L3 daily statistics for L3 1° × 1° grid boxes that cover regions of 

high scan angles in the L2 orbital products than for those that cover L2 orbital products com-

puted closer to nadir view.  For multiday products, this effect is averaged out.  It should be 

noted that this ñgrowthò of the L2 pixel also causes some pixel (scene) overlap at high scan 

angles ï meaning that the L2 pixels used to compute L3 daily statistics in these ñorbit edgeò 

regions are not as statistically independent as those computed with near nadir view pixels.  
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So not only are there fewer L2 pixels to average at high MODIS scan angles, but they are 

less independent.  A third impact is these high scan angle L2 pixels may be less reliable in 

general as they are viewed by the sensor through more atmosphere, which complicates the 

retrieval process.  A fourth impact is that they could have more inherent geolocation error 

depending on the local terrain. 

Figure 8 shows the predicted orbital track (white lines) for the MODIS Terra instrument 

for a given day in 2007.  L3 gridding issues at the poles (due to very small (area-wise) L3 

grid boxes) are exacerbated by MODIS orbital tracks that go no further north or south than 

roughly 82° ï which means the pixels at the poles are always viewed at higher scan angles.  

Also there are 16 overlapping orbits near 82° latitude (each one roughly 98 minutes apart) 

that cause ñtime averagingò to occur for daily statistics computed poleward of about 77Á (that 

is, they tend to be daily average statistics), in contrast to those at mid-latitudes (that typically 

can be pinned down to within 20 minutes of a MODIS instrument overpass). 

 

Figure 8. Predicted Terra MODIS orbit tracks for a particular day (March 17, 2007). 

In order to help visualize a typical distribution of L2 pixel counts that are used to com-

pute L3 daily statistics, a typical daily pixel count image is shown in Figure 9.  This figure 

shows the number of L2 pixels that typically go into the computation of statistics in each L3 

1° × 1° grid cell for all (daytime only) aerosol-related (10 km resolution at L2) SDSs. 
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Figure 9. Typical global distribution of daily pixel counts (i.e., the number of L2 data pixels per 1° × 

1° L3 grid cell) for 10-km resolution L2 input products (e.g., aerosol derived products).  

Note this is a daytime (ascending node) only product. 

For 5 km (native or sampled) L2 products, the distribution would be similar; however 

the counts would be roughly 4 times higher.  Missing data that include orbital gap regions 

and the solar zenith angle cut-off region toward high southern latitudes (since this is a day-

time only product) is shown by the pure black color. 

It is clear from Figure 8 that over 120 L2 pixels were used to compute L3 statistics 

for this SDS near nadir (the bright red color at mid latitudes) but fewer than 15 L2 pixels 

were used near the edge of the scan (the light violet color next to the black orbital gap re-

gions at mid-latitudes).  Pixel counts for 10 km input products generally range from 0 to 121 

(11 × 11), and pixel counts for 5 km input products generally range from 0 to 484 (22 × 22) 

pixels.  One-degree L3 grid cell ñpixel countsò can exceed these expected maximum numbers 

where overlapping orbits and near nadir views intersect (typically around 82° latitude).  The 

reduction of counts in the top few rows of latitudes (82° to 90°N) in Figure 8 is due to the 

reduction of L2 pixel counts due to high view angles (that make the L2 pixels larger) and 

therefore fewer fall into a given (shrinking, due to Earth geometry) polar L3 grid cell since 

one L2 pixel can only be assigned to one L3 grid cell. 

So for the first and last few latitude bins (88° to 90° latitude), one has the dual drawback 
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of (i) very small (area-wise) L3 grid cells containing small populations of relatively large in-

put L2 pixels that overlap spatially (due to view-angle distortion) in a single orbital pass, and 

(ii ) multiple orbital passes (up to 16 on a given day) that take measurements of the region, 

which causes the L3 Daily data to be more representative of a daily average instead of a sin-

gle overpass snapshot. 

One final property of L3 gridding users should be aware of is, in order to simplify the L3 

operational production software, each L2 grid cell is ñlocatedò or placed in the L3 grid cell 

where its center latitude/longitude falls within the L3 grid cell.  In cases where a larger 

(view-angle distorted) L2 pixel actually covers (or intersects) more than one 1° × 1° L3 grid 

cell, (a situation that typically occurs at high L2 scan angles located over higher latitudes), 

the L2 pixel is still only assigned (placed) in the single L3 grid cell where the geolocated 

center point of the L2 pixel is located.  Although this shortcoming is relatively minor in the 

operational L3 software due to the relatively large 1° × 1° L3 grid size and the much smaller 

L2 pixel size (5 or 10 km at nadir view), when the code is used in research mode to produce 

products at higher resolution (0.1° × 0.1° for example), it can produce unwanted effects 

where unnatural ñgapsò are introduced between adjacent L2 pixels, as illustrated in Figure 

10. 

Finally it should be noted that most of these pixel count variation issues are mitigated in 

the multiday (eight-day and monthly) products since the orbital gap positions shift from day 

to day, which allows data from subsequent days to fill in the previous dayôs gaps.  This will 

tend to provide complete global coverage over longer time periods (8 days or so). 
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Figure 10. A section of a L3 cloud top temperature image produced for L3 research purposes at 0.1° × 

0.1° resolution clearly showing the pixel binning limitation in the operational L3 code for 

grids finer than 1° (the grid currently implemented in operations). 

2.1. Computation of geolocation in L2 atmosphere products  

MODIS Atmosphere Level 2 (L2) HDF files always have geolocation arrays stored at ei-

ther 5-km or 10-km resolution.  The Aerosol (04_L2) product contains 10-km resolution geo-

location and 10-km retrieval data.  All other Atmosphere products used as input into L3 (Wa-

ter Vapor (05_L2), Cloud (06_L2), Profiles (07_L2)) contain 5-km resolution geolocation 

and either 1-km or 5-km retrieval data. 

Retrieval data for 10-km resolution L2 products like aerosol properties are generated 



 

15 

 

from 10 × 10 1-km L1B input pixels.  The geolocation for these 10 × 10 km resolution prod-

ucts is computed by averaging the geolocation for the four central (column, row) pairs: (5,5), 

(5,6), (6,5), (6,6), as shown in Figure 11. 

          

          

          

          

          

          

          

          

          

          

Figure 11. A depiction of what 1 km pixels (orange) are used to compute 10-km resolution L2 geoloca-

tion.  Geolocation is computed from the 4 central 1-km grid boxes. 

Retrieval data for 5-km resolution L2 data products is generated from 5 × 5 1-km L1B 

input pixels.  Retrieval data for 1-km resolution L2 data products is computed at the native 

1 km L1B input pixel resolution.  For L2 HDF files containing both of these cases, the geolo-

cation is stored at 5-km resolution.  The 5 × 5 km geolocation is copied from center (column, 

row) pair: (3,3), as shown in Figure 12. 

          

          

          

          

          

          

          

          

          

          

Figure 12. A depiction of what 1 km pixels (orange) are used for 5-km resolution L2 geolocation.  Geo-

location is copied from the center of the 1-km grid. 
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Note that the 2 × 2 5-km grid area (the outer boundary in Figure 12) matches the 10 km 

grid area (the outer boundary in Figure 11) exactly. 

2.1.1. Dropped pixels in L2 products 

One additional characteristic should be noted here.  A MODIS scan is 1354 1-km pixels 

in width.  For 5 and 10 km resolution L2 products, the last 4 pixels in each MODIS scan are 

effectively dropped when performing retrievals (a pre-launch decision made by the L2 devel-

opment teams).  For example, for 5 km cloud top property parameters, no retrieval is made 

for the last 4 (hanging) pixels in each scan line.  This also impacts the geolocation (latitude 

and longitude) arrays where there is not geolocation computed or stored for the last 4 pixels.  

To make this clearer, even though there are 1354 1-km pixels in a scanline, there are only 

270 5-km cross-scan geolocation grid points and data retrievals in 5-km L2 products (and 

135 geolocation grid points and data retrievals in 10-km L2 products).  Therefore, in all 5-km 

and 10-km L2 products (and L3 products derived from those L2 products), a very tiny 

amount of potential data at the far edge of each MODIS swath is not used, however due to 

the 1° × 1° averaging in L3, this is more of an issue in 5-km and 10-km L2 products than in 

1° × 1° L3. 

2.2. Sampling 

Sampling of L2 input data for computation of L3 statistics is always performed whenev-

er the input L2 pixel resolution is at a different (finer) resolution than the stored geolocation 

within the L2 input product file.  This occurs in all parameters noted by the red boxes in the 

Table 1. 

So for cases where L2 data are at 1-km resolution and geolocation is stored at 5-km, the 

L3 software samples the 1-km L2 data every 3rd column and every 3rd row.  This ensures the 

L2 data pixel matches exactly the stored geolocation.  (Refer back to Figure 11 and note the 

orange-colored 1 km pixel.)  Note that starting in collection 5, this sampling convention was 
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changed (see section 2.2.1 for details). 

 

Table 1. L2 parameters that are impacted by sampling (note that counts are approximated for nadir view 

at the Equator). 

Derived from Product  

Family  

L2 Data  

Resolution  

L2 

Geolocation  

Resolution  

L2 Input Pixel Sampling (Maximum)  

per 1° L3 Grid Box (Equator)  
Impact  

Aerosol  

04 
10 km 10 km 121 out of 121  No  

Water Vapor  

05 
1 km 5 km 484 out of 12,231  Yes 

Cirrus Detection  

06_CD 
1 km 5 km 484 out of 12,231  Yes 

Cloud Top Properties  

06_CT 
5 km 5 km 484 out of 484  No  

Cloud Optical 

Properties  

06_OD 

1 km 5 km 484 out of 12,321  Yes 

Atmosphere Profile  

07 
5 km 5 km 484 out of 484  No  

There were three reasons why sampling was done in the L3 production: (i) it removed 

the need to compute geolocation for all (input) 1-km L2 pixels, greatly simplifying the L3 

operational software, (ii) fewer L2 pixels needed to be read and operated on, reducing the 

operational run and CPU time, and (iii) it was found that sampling causes minimal impact of 

computed statistics at the operational L3 grid resolution of 1° × 1°. 

2.2.1. Sampling modification to avoid dead detectors 

A software modification was introduced in Collection 5 (the latest MODIS Atmosphere 

data version available as of calendar year 2008), which offset slightly the L2 data point sam-

pled.  This patch only impacts L3 data that are derived from sampled L2 data and includes 

Water Vapor (05_L2), Cirrus Detection and Cloud Optical Property (06_L2) parameters (see 

Table 1), all of which are computed and stored at 1 km resolution in the L2 files but are sam-

pled at 5 km resolution for computation of L3 gridded statistics. 

In these cases, the geolocation matches the 1-km area corresponding to the orange 

square in Figure 13.  This corresponds to the 1-km pixel located in column 3, row 3.  How-

ever, the actual L2 data are sampled from the blue square (1 km pixel located in column 3, 



 

18 

 

row 4).  In other words, L2 data from MODIS detectors 4 and 9 are sampled (instead of de-

tectors 3 and 8) in the 10-detector set.  This patch was necessary because in some critical 

MODIS spectral bands on the Aqua platform, detectors 3 and 8 both died (that is, always 

contained missing data); so a shift to adjacent detectors was necessary to prevent many sub-

sampled products from being completely missing (fill values) in L3. 

 

Figure 13. A shift in the L2 ñsampling pixelò for 5 km L2 input products was implemented to prevent 

dead detectors from causing missing L3 data in Collection 5 (Orange = Collection 4 sam-

pling at the center of the 5 × 5 (column 3, row 3), Blue = Collection 5 Sampling at (column 

3, row 4) slightly off center of the 5 × 5 grid box.  In other words, in Collection 4, L2 pixels 

from detectors 3 & 8 were sampled; in Collection 5, L2 pixels from detectors 4 & 9 were 

sampled. 

The choice of which alternate pair of detectors to pick [(1 & 6), (2 & 7), (4 & 9), or (5 & 

10)] was made to both minimize errors in geolocation as well as inherent detector errors.  It 

turned out that detectors 4 and 9 had the dual benefit of: (i) being immediately adjacent to the 

geolocation pixel so only a 1 km geolocation error was introduced, and (ii ) both detectors 4 

and 9 were well behaved and had small residual errors when compared to averages taken 
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over the entire 5 × 5 km area (Oreopoulos 2005). 

Even though the change in start detector (from the 3rd to the 4th) was prompted by the 

failure of Aqua MODIS detectors 3 and 8 in band 6 (1.64 µm), the change was extended to 

Terra data as well after a study showed that Terra detector pairs 4 and 9 provided the most 

representative results over a 5 km grid cell (Oreopoulos 2005) and it was thought that match-

ing the logic between Terra and Aqua versions of the L3 software was prudent. 

3.0. Computation of L3 Daily Statistics 

The quality of a Level 2 product can be (i) inherited from the L1B radiances, or (ii) as-

sociated with the retrieval process.  The pixel-based L1B validity flags comprising infor-

mation on dead and saturated detectors, calibration failure, etc., are examined by L2 algo-

rithms for determination of the radiometric status of each pixel.  This information can pre-

vent further calculations from being performed if the ñvalid L1B input dataò criteria are not 

met by the given algorithm.  The granule-level (L1B) QA metadata provide summary infor-

mation for valid and saturated Earth view observations, and can be useful in screening a 

granule of data.  Details about MODIS L1B QA flags can be found on the MCST web site 

(www.mcst.ssai.biz/L1B/L1B_docs).  The structure and information content of MODIS At-

mosphere L2 runtime QA are detailed in the QA Plan available on the MODIS Atmosphere 

web site (modis-atmos.gsfc.nasa.gov/reference_atbd.php). 

It should be noted that runtime QA flags are only found in Level 2 (L2) Atmosphere 

products.  Level 3 (L3) Atmosphere products contain no runtime QA flags; however L2 

runtime QA flags are used in L3 to compute (aggregate and QA weight) statistics in L3. 

3.1. Aggregation and QA weighting of statistics 

All L3 products (Daily, Eight-Day, and Monthly) make use of Aggregation and QA 

weighting capabilities.  Aggregation and QA weighting information is read in from and based 

upon L2 (input) QA bit flag SDSs. 

It should also be noted that L3 statistics can be both aggregated and QA weighted; how-

http://www.mcst.ssai.biz/L1B/L1B_docs
http://modis-atmos.gsfc.nasa.gov/reference_atbd.php
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ever only a single aggregation and/or QA weighting can be performed for any given output 

L3 SDS (a limitation in the L3 operational software). 

3.1.1. Aggregation of statistics based on physical properties 

For some parameters, it is useful to aggregate results into L3 SDSs based on a physical 

characteristic of the parameter or of the scene.  Aggregation refers to the ability to separate 

L2 input pixel information into various scientifically relevant categories such as liquid water 

clouds only, ice clouds only, daytime only, nighttime only, clear sky only, dusty scene only, 

smoky scene only, etc.  This aggregation utilizes L2 ñRuntime QA Flagsò that are designed 

to convey information on retrieval processing path, input data source, scene characteristics, 

and the estimated quality of the physical parameters retrieved.  In addition, this broad group 

of flags also includes Cloud Mask flags (initially derived at 1 × 1 km resolution) that may be 

recomputed at the spatial resolution of the L2 retrieval for the determination such scene char-

acteristics as cloudy/clear, land surface type, sunglint, day/night, and snow/ice.  In L3 these 

statistics are noted by a suffix to the SDS name (_Liquid, _Dust, etc.).  Additional detail and 

documentation are always provided in the local attribute ñlong_nameò attached to each L3 

SDS within the HDF file.  Table 2 lists the various L2 products that have this aggregation 

information available for use in L3. 

 

 

 

 

 

 

Table 2. L2 parameters that are aggregated in level-3. 

Product Family  Aggregation Property  
Aggregation Used 

? 

Aerosol  

04_L2 
 Dust, Smoke, Sulfate  Yes 
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Water Vapor  

05_L2 
Clear, Cloudy  Yes 

Cirrus Detection  

06_L2 (CD) 
n/a  No  

Cloud Top Properties  

06_L2 (CT) 
Day, Night  Yes 

Cloud Optical 

Properties  

06_L2 (OD) 

Liquid Water, Ice, Undetermined, Combined 

Phase Clouds  

Single Layer (1L), Multi Layer (ML) Clouds  

Yes 

Atmosphere Profile  

07_L2 
 n/a  No  

3.1.2. QA weighting of statistics based on confidence  

QA weighting refers to the ability to weight more heavily what are expected to be more 

reliable L2 input pixels in the computation of L3 statistics.  There are four levels of ñreliabil-

ityò or ñconfidenceò set by the L2 QA Confidence Flags.  These four levels are: No Confi-

dence or Fill (QA = 0), Marginal Confidence (QA = 1), Good Confidence (QA = 2), or Very 

Good Confidence (QA = 3).  QA weighted statistics always have the identifying string ñQAò 

somewhere in the Scientific Data Set (SDS) name (for example: ñQA_Meanò).  Additional 

detail on the flags used to perform the QA weighting can be found in the local attributes that 

begin with the string ñQA.ò 

Only six of the derived L3 Daily statistics have the ability to be QA weighted: Mean, 

StandardDeviation, LogMean, LogStandardDeviation, MeanUncertainty, and LogMeanUn-

certainty.  A seventh related statistic, the Confidence Histogram, does not actually ñweightò 

the statistics by confidence, but does compute (sum) the counts of the various confidence 

categories so the relative populations of QA confidence categories can be analyzed. 

QA Weighted Statistics are computed by weighting all L2 pixels by their QA confidence 

flag value given in Table 3, using the equation below: 

 

 L3 QA Weighted Statistic = × di wi / × wi, (1) 

where, 

L2 data value = di, 
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L2 QA value = wi (weight  = 0, 1, 2, 3) 

 

 

Table 3. The weighting given in L3 QA-weighted statistical computations to various L2 QA Confidence 

categories. 

L2 Confidence QA Value  Weighting in L3 QA -Weighted Statistics  

 L2 pixels with QA = 3   (very good 

confidence)  
 are given a 3x weighting  

 L2 pixels with QA = 2   (good confidence)   are given a 2x weighting  

 L2 pixels with QA = 1   (marginal 

confidence)  
 are given a 1x weighting  

 L2 pixels with QA = 0   (no confidence)   are given a 0x weighting  (i.e. , theyõre excluded) 

So while all non-fill  QA = 0 pixels are included in regular statistics; they are screened 

(removed) from QA weighted statistics.  For example: if a L3 1° grid cell had three L2 pixels 

to average, and one L2 pixel had a QA Confidence value of 3, one had a value of 1, and one 

had a value of 0; then L2 pixel with QA = 3 will have three times more weighting when 

computing the L3 gridded mean than the QA = 1 pixel, and the QA = 0 pixel would not be 

used at all in the QA weighted mean (it would however still be used in the regular mean, 

where no QA weights are applied).  This technique allows for the creation of L3 (QA-

weighted) statistics that can selectively exclude no confidence (or experimental) L2 results. 

Confidence Histograms are computed by totaling the pixel counts (note these may be 

subsampled, see Table 1) in each L3 1° grid cell of a L2 parameter that fell in one of the four 

confidence categories described above. 

Finally note that for regular (non QA-weighted) statistics, all L2 pixels are given equal 

weight in the L3 statistical computation; and QA = 0 (no confidence) non-fill L2 input pixels 

are included in the computation of statistics. 

3.2. Types of daily statistics computed 

A total of 14 different general types of statistics are computed in the daily product.  

These general statistical categories are Simple Statistics, QA-weighted Statistics, Fraction 
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Statistics, Log Statistics, Uncertainty Statistics, Regression Statistics, Pixel Counts, Confi-

dence Histograms, Marginal Histograms, and Joint Histograms. 

Statistics in the Daily file are always based on the set of L2 input pixels read from the 

four L2 input product files: Aerosol, Water Vapor, Cloud, and Atmospheric Profile. 

Users should note that, in addition to regular simple statistics, L2 QA Confidence flags 

are also ignored in the L3 computation of pixel count, histogram, joint histogram, and regres-

sion statistics. 

3.2.1. Simple statistics 

¶ Mean.  Statistics always have the Scientific Data Set (SDS) name suffix ñ_Meanò 

and are computed by taking an unweighted average of L2 pixels (sometimes sampled, 

see Table 1) within a given 1° L3 grid cell. 

¶ Standard Deviation.  Statistics always have the Scientific Data Set (SDS) name 

suffix ñ_Standard_Deviationò and are computed by calculating an unweighted 

standard deviation of all L2 pixels (sometimes sampled, see Table 1) within a given 

1° L3 grid cell. 

¶ Minimum .  Statistics always have the Scientific Data Set (SDS) name suffix 

ñ_Minimumò and are computed by finding the minimum value of L2 pixels 

(sometimes sampled, see Table 1) within a given 1° L3 grid cell. 

¶ Maximum.  Statistics always have the Scientific Data Set (SDS) name suffix 

ñ_Maximumò and are computed by finding the maximum value of L2 pixels 

(sometimes sampled, see Table 1) within a given 1° L3 grid cell. 

3.2.2. QA-weighted simple statistics 

¶ QA_Mean.  Level 2 Confidence QA Flags that indicate the quality of each L2 pixel 

are used to weight the pixels when computing the L3 mean (see Section 3.1.2 for 

details on QA-weighting). 

¶ QA_Standard_Deviation.  Level 2 Confidence QA Flags that indicate the quality of 
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each L2 pixel are used to weight the pixels when computing the L3 standard deviation 

(see Section 3.1.2 for details on QA-weighting). 

3.2.3. Fraction statistics.  These statistics are only used for computing cloud fraction. 

¶ Fraction.  Estimates of cloud fraction based on L2 pixel data.  Some fractions are 

computed from QA Flags that describe the cloudiness of the scene and some directly 

from the L2 Cloud Fraction SDS data. 

3.2.4. Pixel count statistics.  These statistics are only computed for some parameters.  It is 

similar to a histogram computation except that instead of multiple bins there is only a single 

bin that covers the full range of all non-fill  L2 data that are read in for each L3 1° × 1° grid 

cell. 

¶ Pixel Count.  The count of all non-fill L2  pixel data that are read in and used to 

compute statistics at L3. 

3.2.5. Logarithm statistics.  These statistics are only computed for cloud optical thickness 

(tc) parameters.  Because of the curvature of cloud reflectance as a function of optical thick-

ness, the mean optical thickness of an ensemble of pixels does not correspond to the mean 

reflectance (or albedo) of those pixels.  However, the mean of log(tc) approximates the radia-

tively-averaged optical thickness because reflectance plotted as a function of log(tc) is linear 

over a wide range of optical thickness (excluding small and large values).  That is, the mean 

of log(tc) gives an optical thickness that approximately corresponds to the average reflec-

tance of the pixels that comprise the mean.  The accuracy of this approximation depends on 

the nature of the optical thickness probability density function (PDF).  Studies on the validity 

of this approximate for MODIS scenes have been reported by Oreopoulos et al. (2007).  A 

similar study on ice clouds by the same authors is ongoing. 

¶ Log_Mean.  L2 cloud optical thicknesses (tc) are converted to base 10 logs.  Thus a 

tc of 100 would be converted to a value of 2.0, a tc of 10 would be converted to a 
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value of 1.0, a tc or 1.0 would be converted to a value of 0, a tc of 0.1 would be 

converted to a value of ï1.0, and finally a tc of 0.01 would be converted to a value of 

ï2.0.  So the valid range of this statistic is ï2.0 to 2.0 (corresponding to data values 

ranging from 0.01 to 100).  Once the log values of the L2 input pixel data are 

calculated, a daily mean value of all the log values is computed. 

¶ Log_Standard_Deviation.  L2 cloud optical thicknesses (tc) are converted to base 

10 logs and a standard deviation value of all the L2 log values is computed. 

¶ QA_Log_Mean.  L2 cloud optical thicknesses (tc) are converted to base 10 logs and 

a QA-weighted mean value of all the L2 log values is computed (see Section 3.1.2 for 

details on QA-weighting). 

¶ QA_Log_Standard_Deviation.  L2 cloud optical thicknesses (tc) are converted to 

base 10 logs and a QA-weighted standard deviation value of all the L2 log values is 

computed (see Section 3.1.2 for details on QA-weighting). 
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3.2.6. Uncertainty statistics.  These statistics are only reported for a few selected Cloud Op-

tical Property parameters.  The uncertainty estimate accounts for three error sources only (in-

strument calibration/modeling error, surface albedo, atmospheric corrections), and as such 

should be considered an expected minimum uncertainty, i.e., the inclusion of additional (un-

correlated) error sources will increase the uncertainty.  Daily uncertainty calculations assume 

all pixel-level error sources are correlated within a grid box.  It should be noted that L2 un-

certainties are reported in percentage (valid range 0 to 200%) ï these are called relative un-

certainties.  In L3, uncertainties are reported as absolute uncertainties in the same units as the 

parameter whose uncertainty is being measured.  To convert these back into relative uncer-

tainties (%) one must divide the L3 uncertainty by the L3 mean value of the parameter in 

question.  The conversion of relative to absolute uncertainties in the Daily (D3) file was done 

to make the computation of the multiday (E3 and M3) uncertainties easier to add to the mul-

tiday production software. 

¶ Mean_Uncertainty.  An estimate of the absolute uncertainty that is derived from L2 

pixel-level relative uncertainties. 

¶ QA_Mean_Uncertainty.  An estimate of the QA-weighted absolute uncertainty that 

is derived from L2 pixel-level relative uncertainties (see Section 3.1.2 for details on 

QA-weighting). 

3.2.7. Logarithm of uncertainty statistics.  An estimate of the log uncertainty that is derived 

from pixel-level uncertainties. 

¶ Log_Mean_Uncertainty.  An estimate of the log uncertainty that is derived from 

pixel-level uncertainties. 

¶ QA_Log_Mean_Uncertainty.  An estimate of the QA-weighted log uncertainty that 

is derived from pixel-level uncertainties (see Section 3.1.2 for details on QA-

weighting). 
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3.2.8. Histogram.  A distribution of L2 pixels. 

¶ Histogram.  A histogram that contains pixel counts showing the distribution of non-

fill L2 pixels that went into the computation of L3 statistics for each L3 grid cell.  

Histogram bin boundaries are set by a local attribute attached to the histogram SDS.  

Note that these L2 count values are sampled totals for Water Vapor, Cirrus Detection, 

and Cloud Optical Property parameters (See Table 1).  It should also be noted that the 

lowest (1st) histogram bin includes L2 data points that fall on either the lowest (1st) 

bin boundary or the 2nd bin boundary (exactly).  All subsequent bins only contain 

points that fall on the higher bin boundary.  Any L2 data point that falls outside the 

specified range of bin boundaries is not counted. 

3.2.9. Histogram of confidence.  A distribution of L2 pixel-level retrieval confidence. 

¶ Confidence_Histogram.  A histogram that contains pixel counts showing the number 

of Questionable (QA = 1), Good (QA = 2), Very Good (QA = 3), and Total Level-2 

Input Pixels (# non-fill L2 Pixels) that went into the computation of L3 statistics for 

each L3 grid cell.  Note that these values are sampled totals for Water Vapor, Cirrus 

Detection, and Cloud Optical Property parameters (See Table 1). 

3.2.10. Joint histogram. A distribution of L2 pixels comparing one parameter against anoth-

er. 

¶ Joint_Histogram.  A 2-dimensional histogram that contains pixel counts showing the 

distribution of non-fill L2 p ixels when comparing one parameter against another.  

Joint Histogram bin boundaries are set by a local attribute attached to the 

Joint_Histogram SDS in question.  Note that these pixel count values are sampled 

totals for Cloud Optical Property parameters (See Table 1).  It should be noted that 

only a few Cloud parameters have Joint Histograms defined.  The binning logic 

convention is as follows: the lowest (1st) histogram bin (for both parameters) includes 

L2 data pixels that fall on either the lowest (1st) bin boundary or the 2nd bin boundary 
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(exactly).  All subsequent bins only contain pixels that fall on the higher bin 

boundary.  Any L2 pixels that fall outside the specified bin boundary range are not 

counted.  Pixels for both parameters must be defined (non-fill) and within the 

specified range of bin boundaries for either pixel to be binned. 

3.2.11. Joint regression.  A regression fit of L2 pixels comparing one parameter against an-

other.  Note that these are only computed for a few Aerosol parameters. 

¶ Regression_Slope.  A computation of the regression slope that describes the linear fit 

distribution of non-fill L2 pixels when comparing one parameter against another. 

¶ Regression_Intercept.  A computation of the regression intercept that describes the 

linear fit distribution of non-fill L2 pixels when comparing one parameter against 

another. 

¶ Regression_R_squared.  A computation of the regression r2 that describes the linear 

fit distribution of non-fill L2 pixels when comparing one parameter against another. 

¶ Regression_Mean_Square_Error.  A computation of the regression mean squared 

error (MSE) that describes the linear fit distribution of non-fill L2 pixels when 

comparing one parameter against another. 

3.3. Special handling logic in daily statistics 

ñSpecial handlingò logic was introduced into the production software to add functionali-

ty or to mitigate problems in one or more parameters. 

3.3.1. Partial retrieval fix for cloud optical thickness 

A change in the L2 Cloud Optical Property retrieval algorithm allows for uncertain qual-

ity ñpartial retrievalsò in certain marginal retrieval conditions.  In this case a Cloud Optical 

Thickness retrieval is performed but no Cloud Effective Radius retrieval can be done.  In this 

case, the L2 Cloud Optical Property development team requested that these partial retrievals 

be screened out from L3 statistical computations. 
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All Cloud Optical Thickness statistics have a unique local attribute called 

ñMasked_With_QA_Usefulness_Flag,ò which can be set to either ñTrueò or ñFalse.ò  When 

this attribute is set to true, the L3 algorithm logic prevents partial retrieval data from infiltrat-

ing the Cloud Optical Thickness statistics.  This logic is applied to all Cloud Optical Thick-

ness statistics. 

4.0. Computation of L3 Multiday (8 -Day & Monthly)  Statistics 

There are a number of general L3 Multiday algorithm characteristics: 

a) Only the L3 Daily files are used as input.  (Greatly improves algorithm 

efficiency.) 

b) L3 Daily and Multiday HDF files use an identical grid, SDS dimensions, and 

histogram bin definitions.  (This is an algorithm requirement.) 

c) There is no ñvalid rangeò check, only ñFill_Valueò grid cells are universally 

excluded. 

d) One of three weighting schemes are used to compute Multiday statistics from 

Daily statistics. 

4.1. Computational weighting schemes for multiday statistics 

The weighting technique used for each SDS is documented in the L3 File Specification 

(File Spec), which can be found on the MODIS Atmosphere web site (modis-

atmos.gsfc.nasa.gov/MOD08_M3/spec.html).  This information is also attached to each SDS 

within the HDF file by a local attribute called ñWeightingò ï and if this is not set to ñNone,ò 

there is an additional local attribute called ñWeighted_Parameter_Data_Set,ò which specifies 

which SDS in the Daily L3 (input) file is used to weight the daily grid cell statistics in the 

computation of the multiday statistics. 

The various multiday weighting schemes used in L3 are:  

a) Unweighted (a simple time-averaged mean, meaningful for computing 

temperature averages). 

http://modis-atmos.gsfc.nasa.gov/MOD08_M3/spec.html
http://modis-atmos.gsfc.nasa.gov/MOD08_M3/spec.html


 

30 

 

b) Pixel-count weighted (a count-averaged mean, used to ensure computed means 

match means computed from histograms). 

c) Pixel-count weighted with pixel-count screen (special logic implemented for 

Aerosol-derived parameters to remove low confidence (low pixel count) daily 

grids usually occurring at the poleward terminator of the retrieval domain). 

d)  3 Days (D3) Minimum Required to Populate M3.  Starting in Collection 6.1 

only, Aerosol related parameters in the Monthly (M3) product required 3 valid 

Daily (D3) grid cells to populate M3.. This reduced polar and snow 

contamination.  

Table 4a summarizes what multiday weighting scheme is used for each broad set (group-

ing) of L3 parameters in Collection 6.0. 

 

Table 4a. Collection 6.0 -- L3 Multiday (E3 & M3) weighting scheme used for categories of parameters. 

 

Product Family  

 

Multiday Weighting Scheme *  Detail  

Aerosol  

04_L2 
Unweighted  Each daily grid given the same weight  

Water Vapor  

05_L2 
Pixel Count Weighted  

Each daily grid weighted by the pixel 

count  

Cirrus Detection  

06_L2 (CD) 
Unweighted  Each daily grid given the same weight  

Cloud Top Properties  

06_L2 (CT) 
Unweighted  Each daily grid given the same weight  

Cloud Optical Properties  

06_L2 (OD) 
Pixel Count Weighted  

Each daily grid weighted by the pixel 

count (categorical, by phase)  

Atmosphere Profile  

07_L2 
Pixel Count Weighted  

Each daily grid weighted by the pixel 

count  
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Table 4b summarizes the changes made in the multiday weighting scheme is used for 

Aerosol-related M3 parameters in Collection 6.1. 

 

Table 4b. Collection 6.1 -- L3 Monthly (M3 only) weighting scheme used for Aerosol  parameters. 

 

Product Family  

 

Multiday Weighting Scheme *  Detail  

Aerosol  

04_L2 
3 Day  Minimum to Populate  

Minimum of 3 Daily (D3) gr id cells req õd 

to populate a  Mont hly (M3) grid . 

4.2. Types of multiday statistics computed 

A total of 12 different general types of statistics are computed in the multiday (Eight 

Day or Monthly) products.  They are grouped into broad categories and always computed in 

pre-determined sets. 

Statistics in the Eight Day and Monthly files are always based on the set of L3 Daily 

pixels read from the L3 Daily input product files that cover the time period being summa-

rized (8 days or 1 month). 

4.2.1. Simple statistics based on the daily mean 

Mean_Mean and Std_Deviation_Mean statistics can either be unweighted or weighted 

depending on a local attribute setting (set per instructions from the L2 algorithm team) in the 

HDF structure file.  An unweighted statistic is computed by taking an average of all L3 daily 

values for a given 1° × 1° L3 grid cell for the time period in question.  Weighted statistics are 

computed by using information stored in an SDS local attribute called 

ñWeighted_Parameter_Data_Set,ò typically a Daily Pixel Count or Fraction SDS.  To deter-

mine the technique used to weight the daily grids, refer to the local attribute ñWeightingò 

found in the file specification or a local attribute attached to each SDS in the HDF file. 

¶ Mean_Mean.  The Scientific Data Set (SDS) name suffix ñ_Mean_Meanò stands for 

ñMean of the Daily Mean.ò  This statistic is  computed by averaging non-fill Daily 

Means from the L3 Daily files within the (eight day or monthly) time period being 
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summarized.  The averaging computation uses the weighting scheme specified in the 

local attribute ñWeighting.ò  This can be set to  ñUnweighted,ò ñPixel-Weighted,ò or 

ñPixel_Weighted_Screenò (See 4.1 for details). 

¶ Mean_Std.  The Scientific Data Set (SDS) name suffix ñ_Mean_Stdò stands for 

ñStandard Deviation of the Daily Mean.ò  This statistic is  computed by reading all 

the non-fill Daily Means from the L3 Daily files within the (eight day or monthly) 

time period being summarized and then computing their standard deviation. 

¶ Mean_Min .  The Scientific Data Set (SDS) name suffix ñ_Mean_Minò stands for 

ñMinimum of the Daily Mean.ò  This statistic is  computed by reading all the non-fill 

Daily Means from the L3 Daily files within the (eight day or monthly) time period 

being summarized and reporting the minimum value.  There is never any weighting 

performed for this statistic. 

¶ Mean_Max.  The Scientific Data Set (SDS) name suffix ñ_Mean_Maxò stands for 

ñMaximum of the Daily Mean.ò  This statistic is  computed by reading all the non-fill 

Daily Means from the L3 Daily files within the (eight day or monthly) time period 

being summarized and reporting the maximum value.  There is never any weighting 

performed for this statistic. 

4.2.2. Simple statistics based on the daily standard deviation 

¶ Std_Deviation_Mean.  The Scientific Data Set (SDS) name suffix 

ñStd_Deviation_Meanò is a proxy for ñMean of the Daily Standard Deviation.ò  This 

statistic is  computed by reading all the non-fill Daily Standard Deviations from the 

L3 Daily files within the (eight day or monthly) time period being summarized, then 

averaging the standard deviations using the same weighting as used for the 

Mean_Mean. 

4.2.3. QA-weighted statistics based on the daily mean 

All Mean and Standard Deviation statistics computed can either be unweighted or 
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weighted depending on a local attribute setting in the HDF structure file.  An unweighted sta-

tistic is computed by taking an average of all L3 daily values for a given 1° L3 grid cell for 

the time period in question.  A weighted statistic is computed by using a 

ñWeighted_Parameter_Data_Set,ò typically a Pixel Count or Fraction SDS, to weight each of 

the Daily grid cell values.  To determine the technique used to weight the daily grids, refer to 

the local attribute ñWeightingò found in the file specification or a local attribute attached to 

each SDS in the HDF file. 

¶ QA_Mean_Mean.  The Scientific Data Set (SDS) name suffix ñQA_Mean_Meanò 

stands for ñMean of the Daily QA-weighted Mean.ò  This statistic is  computed by 

averaging all the non-fill Daily QA -weighted Mean grid cells from the L3 Daily files 

within the (eight day or monthly) time period being summarized using the same 

weighting used for the Mean_Mean. 

¶ QA_Mean_Std.  The Scientific Data Set (SDS) name suffix ñQA_Mean_Stdò stands 

for ñStandard Deviation of the Daily QA-weighted Mean.ò  This statistic is  computed 

by reading all the non-fill Daily QA -weighted Means from the L3 Daily files within 

the (eight day or monthly) time period being summarized, then computing their 

standard deviation. 

¶ QA_Mean_Min.  The Scientific Data Set (SDS) name suffix ñQA_Mean_Minò 

stands for ñMinimum of the Daily QA-weighted  Mean.ò  This statistic is computed 

by reading all the non-fill Daily QA -weighted Means from the L3 Daily files within 

the (eight day or monthly) time period being summarized and reporting the minimum 

value.  There is no additional weighting performed for this statistic. 

¶ QA_Mean_Max.  The Scientific Data Set (SDS) name suffix ñQA_Mean_Maxò 

stands for ñMaximum of the Daily QA-weighted Mean.ò  This statistic is computed 

by reading all the non-fill Daily QA -weighted Means from the L3 Daily files within 

the (eight day or monthly) time period being summarized and reporting the maximum 

value.  There is no additional weighting performed for this statistic. 
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¶ QA_Std_Deviation_Mean.  The Scientific Data Set (SDS) name suffix 

ñQA_Std_Deviation_Meanò is a proxy for ñMean of the Daily QA-weighted Standard 

Deviation.ò  This statistic is  computed by reading all the non-fill Daily QA -weighted 

Standard Deviations from the L3 Daily files within the (eight day or monthly) time 

period being summarized, then averaging the standard deviations using the same 

weighting as used for the Mean_Mean. 

4.2.4. Fraction statistics.  These statistics are only used for computing cloud fraction. 

¶ FMean.  Mean of the Daily Cloud Fraction. 

¶ FStd.  Standard Deviation of the Daily Cloud Fraction. 

4.2.5. Pixel count statistics.  These statistics are only computed for some parameters.  It is 

similar to a histogram computation except that instead of multiple bins there is only a single 

bin that covers the full range of all non-fill L2 data that are read in for each L3 1° × 1° grid 

cell. 

¶ Pixel Count.  The count of all non-fill L2 pixel data that are read in and used to 

compute statistics at L3.  This is computed by simply summing the Daily Pixel Count 

SDS. 

4.2.6  Logarithm statistics.  These statistics are only computed for cloud optical thickness 

parameters.  The mean statistic is typically weighted using the ñPixel_Weightedò scheme, 

which weights each daily mean by a pixel count SDS (this allows the multiday means to 

match those computed from histograms). 

¶ Log_Mean_Mean.  Mean of the Daily Log Mean. 

¶ Log_Mean_Std.  Standard Deviation of the Daily Log Mean. 

¶ Log_Mean_Min.  Minimum of the Daily Log Mean. 

¶ Log_Mean_Max.  Maximum of the Daily Log Mean. 

¶ Log_Std_Deviation_Mean.  Mean of the Daily Log Standard Deviation. 
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¶ QA_Log_Mean_Mean.  Mean of the Daily QA Log Mean. 

¶ QA_Log_Mean_Std.  Standard Deviation of the Daily QA Log Mean. 

¶ QA_Log_Mean_Min.  Minimum of the Daily QA Log Mean. 

¶ QA_Log_Mean_Max.  Maximum of the Daily QA Log Mean. 

¶ QA_Log_Std_Deviation_Mean.  Mean of the Daily QA Log Standard Deviation. 

4.2.7. Uncertainty statistics.  These statistics are only reported for a few selected Cloud Op-

tical Property parameters.  Monthly uncertainty calculations are derived from daily uncertain-

ties; calculations assume that individual daily uncertainties are uncorrelated with respect to 

each other.  The equation to compute multiday uncertainties is as follows. 

                        Uncertainty =  

 

sä ä   ,                                          (2) 

where, 

 si  = DailyUncertainties 

 wi  = DailyPixelCountWeights 

 It should be noted that L2 uncertainties are reported in percentage (valid range 0 to 

200%) ï these are called relative uncertainties.  In L3, uncertainties are reported as absolute 

uncertainties in the same units as the parameter whose uncertainty is being measured.  To 

convert these back into relative uncertainties (%) one must divide the L3 uncertainty by the 

L3 mean value of the parameter in question.  The conversion of relative to absolute uncer-

tainties in the Daily (D3) file was done to make the computation of the multiday (E3 and M3) 

uncertainties easier to add to the multiday production software. 

¶ Mean_Uncertainty.  A multiday absolute uncertainty estimate derived from the daily 

absolute uncertainty estimate. 

¶ QA_Mean_Uncertainty.  A multiday QA-weighted absolute uncertainty estimate 

derived from the daily QA-weighted absolute uncertainty estimate. 

4.2.8. Logarithm of uncertainty statistics.  An estimate of the log uncertainty that is derived 
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from pixel-level uncertainties. 

¶ Log_Mean_Uncertainty.  A multiday absolute log uncertainty estimate derived from 

the daily absolute log uncertainty estimate. 

¶ QA_Log_Mean_Uncertainty.  A multiday QA-weighted absolute log uncertainty 

estimate derived from the daily QA-weighted absolute log uncertainty estimate. 

4.2.9. Histogram.  A distribution of L2 pixels. 

¶ Histogram.  A histogram that contains pixel counts showing the distribution of non-

fill L2 Pixels that went into the computation of L3 statistics for each L3 grid cell.  In 

the eight day and monthly products, this is computed by simply summing the daily 

counts in each histogram bin.  Histogram bin boundaries are set by a local attribute 

attached to the histogram SDS.  Note that these L2 count values are sampled totals for 

Water Vapor, Cirrus Detection, and Cloud Optical Property parameters (See Table 1).  

It should also be noted that the lowest (1st) histogram bin includes L2 data points that 

fall on either the lowest (1st) bin boundary or the 2nd bin boundary (exactly).  All 

subsequent bins only contain points that fall on the higher bin boundary.  Any L2 data 

point that falls outside the specified range of bin boundaries is not counted. 

4.2.10. Histogram of confidence. A distribution of L2 pixel-level retrieval confidence. 

¶ Confidence_Histogram.  A histogram that contains pixel counts showing the number 

of Questionable (QA = 1), Good (QA = 2), Very Good (QA = 3), and Total Level-2 

Input Pixels (# non-fill L2 Pixels) that went into the computation of L3 statistics for 

each L3 grid cell.  Note that these values are sampled totals for Water Vapor, Cirrus 

Detection, and Cloud Optical Property parameters (See Table 1).  In the eight day and 

monthly products, this is computed by simply summing the daily counts in each bin. 
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4.2.11. Joint histogram. A distribution of L2 pixels comparing one parameter against anoth-

er. 

¶ Joint_Histogram.  A 2-dimensional histogram that contains pixel counts showing the 

distribution of non-fill L2 Pixels comparing one parameter against another.  It should 

be noted that only a few Cloud parameters have Joint Histograms defined.  In the 

eight day and monthly products, this is computed by simply summing the daily counts 

in each joint histogram bin.  Histogram bin boundaries are set by a local attribute 

attached to the histogram SDS.  Note that these L2 count values are sampled totals for 

Cloud Optical Property parameters (See Table 1).  It should also be noted that the 

lowest (1st) histogram bin includes L2 data points that fall on either the lowest (1st) 

bin boundary or the 2nd bin boundary (exactly).  All subsequent bins only contain 

points that fall on the higher bin boundary.  Any L2 data point that falls outside the 

specified range of bin boundaries are not counted. 

4.2.12. Joint regression. A regression fit of L2 pixels comparing one parameter against an-

other.  Note that these are only computed for a few Aerosol parameters. 

¶ Regression_Slope.  An unweighted mean of the Daily regression slope that describes 

the linear fit distribution of L2 pixels when comparing one parameter against another. 

¶ Regression_Intercept.  An unweighted mean of the Daily regression intercept that 

describes the linear fit distribution of non-fill L2 pixels when comparing one 

parameter against another. 

¶ Regression_R_squared.  An unweighted mean of the Daily regression r2 that 

describes the linear fit distribution of non-fill L2 pixels when comparing one 

parameter against another. 

¶ Regression_Mean_Square_Error.  An unweighted mean of the Daily regression 

mean squared error (MSE) that describes the linear fit distribution of non-fill L2 

pixels when comparing one parameter against another. 
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5.0. Reading and Unpacking HDF File Data 

Hierarchical Data Format (HDF) is the standard data format for all NASA Earth Observ-

ing System (EOS) data products.  HDF is a multi-object file format developed by the HDF 

Group at the National Center for Supercomputing Applications (NCSA) at the University of 

Illinois (www.ncsa.uiuc.edu). 

The HDF Group developed HDF to assist users in the transfer and manipulation of sci-

entific data across diverse operating systems and computer platforms, using Fortran and C 

calling interfaces and utilities.  HDF supports a variety of data types: n-Dimensional scien-

tific data arrays, tables, text annotations, several types of raster images and their associated 

color palettes, and metadata.  The HDF library contains interfaces for storing and retrieving 

these data types in either compressed or uncompressed formats. 

For each data object in an HDF file, predefined tags identify the type, amount, and di-

mensions of the data, and the file location of various objects.  The self-describing capability 

of HDF files helps users to fully understand the fileôs structure and contents from the infor-

mation stored in the file itself.  A program interprets and identifies tag types in an HDF file 

and processes the corresponding data. 

Because many Earth science data structures need to be geolocated, the HDF Group de-

veloped the HDF-EOS format with additional conventions and data types for HDF files.  

HDF-EOS supports three geospatial data types: grid, point, and swath, providing uniform 

access to diverse data types in a geospatial context.  All MODIS Atmosphere Level 3 HDF 

files use the grid geospatial data type.  The HDF-EOS software library allows a user to query 

or subset of the contents of a file by Earth coordinates and time if there is a spatial dimension 

in the data.  Tools that process standard HDF files also read HDF-EOS files; however, stand-

ard HDF library calls cannot access geolocation data, time data, and product metadata as eas-

ily as with HDF-EOS library calls.   

Finally, itôs important to note that all MODIS data are archived using HDF-EOS4, which 

is based on HDF4.  This file format is not compatible with the newer HDF5 format; and there 

http://www.ncsa.uiuc.edu/
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are no plans to ever switch to HDF5 for MODIS data. 

5.1. Descaling the SDS data 

The local attributes ñscale_factorò and ñadd_offset,ò attached to each and every SDS, 

are used for the conversion of stored (packed) SDS integer data to geophysical floating point 

numbers.  The formula to descale the data follows conventional HDF usage (see HDF Userôs 

Guide): 

 Geophysical Float Value = scale_factor * (Stored Integer - add_offset). (3) 

It is probably confusing to most users that the HDF convention calls the offset 

ñadd_offsetò even though itôs subtracted from the stored integer when unpacking the data.  It 

seems likely that this terminology originated from the programmerôs, and not the end userôs, 

perspective, since to pack the data the offset is added. 

The units of the unpacked geophysical floating point value are indicated by the ñunitsò 

local attribute that is also provided with each SDS. 

The ñvalid_rangeò local attribute applies to the packed data (before de-scaling).  The 

two valid range values given are the expected low and high values of valid (non-fill) packed 

data.  Note that no valid range screening on the input L2 data or the output L3 data is per-

formed.  The reason for this is sometimes absolute valid ranges are difficult to determine in 

advance and the algorithm developers wanted to avoid the potential loss of good data.  There-

fore users should not be surprised to find non-fill data points that fall outside the documented 

valid range; however it should raise a flag for the user to make sure they are reading the data 

correctly. 

5.2. Definitions of local attributes 

Attached to each Scientific Data Set (SDS) within an HDF file are a number of local at-

tributes.  These local attributes serve as a key to unpack the data, drive the logic in the L3 

software, and finally provide documentation for end users. 
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5.2.1. Local attributes used in all L3 files.  There is a set of local attributes that can be used 

in all L3 files (Daily, Eight-Day, and Monthly).  Note that not all of these are attached to eve-

ry SDS (only the local attributes necessary are attached). 

¶ long_name.  A character string description of the SDS. 

¶ units.  Units of the unpacked data (if there are no units, ñnoneò is specified). 

¶ valid_range.  An array of two numbers that describe the expected low and high 

values (valid range) of the packed data (before applying the scale and offset); 

ignoring the Fill Value. 

¶ FillValue .  The value of missing or fill data in the packed SDS. 

¶ scale_factor.  The scaling factor used to unpack the data (see Eq. (2)). 

¶ add_offset.  The offset used to unpack the data (see Eq. (2)). 

¶ Statistic_Type.  A fixed string that specifies the statistical group.  (This attribute 

drives the logic in the operational production program). 

¶ Quality_Assurance_Data_Set.  This specifies which L2 SDS to read to obtain the 

L2 QA.  (In E3 and M3 HDF files this is for documentation only.) 

¶ QA_Byte.  Specifies which L2 SDS byte to read to obtain the L2 QA (in the E3 and 

M3 files this is for documentation only). 

¶ QA_Useful_Flag_Bit.  Specifies which L2 SDS bit to read to obtain the L2 QA 

Useful Flag bit.  (In E3 and M3 HDF files this is for documentation only.) 

¶ QA_Value_Start_Bit.  Specifies which L2 SDS bit to begin reading to obtain the L2 

QA Confidence Flag.  (In E3 and M3 HDF files this is for documentation only.) 

¶ QA_Value_Num_Bits.  Specifies the number of L2 SDS bits to read to obtain the L2 

QA Confidence Flag (In E3 and M3 HDF files this is for documentation only.) 

¶ Aggregation_Data_Set.  Specifies which L2 SDS to read to obtain the L2 

Aggregation information.  (In the E3 and M3 HDF files this is for documentation 

only.) 

¶ Aggregation_Byte.  Specifies which L2 SDS byte to read to obtain the L2 
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Aggregation information (in the E3 and M3 files this is for documentation only). 

¶ Aggregation_Value_Start_Bit.  Specifies which L2 SDS bit to begin reading to 

obtain the L2 Aggregation information.  (In E3 and M3 HDF files this is for 

documentation only.) 

¶ Aggregation_Value_Num_Bits.  Specifies the number of L2 SDS bits to read to 

obtain the L2 Aggregation information.  (In E3 and M3 HDF files this is for 

documentation only.) 

¶ Aggregation_Valid_Category_Values.  Specifies all the Aggregation values that are 

valid (not fill).  (In E3 and M3 HDF files this is for documentation only.) 

¶ Aggregation_Category_Values.  Specifies all the Aggregation values that are to be 

used to aggregate the statistic.  (In E3 and M3 HDF files this is for documentation 

only.) 

¶ Level_2_Pixel_Values_Read_As.  A fixed string that tells the operational production 

program what the format is of the L2 input data (byte, integer, real). 

¶ Included_Level_2_Nighttime_Data.  A documention string telling the user if the 

Statistic contains any nighttime data.  (Set to True or False.) 

¶ Histogram_Bin_Boundaries.  An array of numbers describing the histogram bin 

boundaries of the primary parameter. 

¶ Joint_Parameter_Histogram_Bin_Boundaries.  An array of numbers describing 

the histogram bin boundaries of any secondary parameter.  (Used for Joint Histogram 

statistics.) 

5.2.2. Local attributes used in the L3 daily file only.  There is a set of local attributes that 

are used only in the L3 Daily file. 

¶ Derived_From_Level_2_Data_Set.  L2 SDS read to obtain the input data. 

¶ Masked_With_QA_Usefulness_Flag.  Set to ñTrueò or ñFalse.ò  If True, the QA 

Usefulness Flag is used to screen input data.  (This attribute is used to screen out 
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partial cloud optical property retrievals from L3). 

¶ Wave_Band.  Used to specify what band to read when a L2 input parameter has more 

than 1 solution (wave_band). 

¶ Joint_Parameter_Wave_Band.  Used to specify what band to read when a L2 input 

parameter that is being used as a joint parameter in L3 has more than 1 solution 

(wave_band). 

5.2.3. Local attributes used in the L3 eight day and monthly file only.  There are a set of lo-

cal attributes that are used only in the L3 Eight Day and Monthly file.  These are: 

¶ Derived_From_Level_3_Data_Set.  Daily SDS read to obtain the input data. 

¶ Weighting.  Specifies what weighting scheme is used to average the Daily L3 pixels 

(see Section 4.1). 

¶ Weighted_Parameter_Data_Set.  Specifies what Daily SDS is used for weighting 

the Daily L3 pixels.  This local attribute is used (specified) only when Weighting = 

ñTrue.ò 

6.0. Using the MODIS-Atmosphere Web Site 

A user-friendly web-based interface on the MODIS-Atmosphere web site can be used to 

view primary statistics in all the MODIS-Atmosphere L3 data products.  Users may select 

any daily, 8-day, or monthly HDF files and any group of parameters to view (see Figure 14).  

Once you select the product group, date, and projection; select óGoô to see the resulting im-

ages (see Figure 15). 
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Figure 14. The web-based interface that allows viewing of primary statistical images in all L3 HDF 

files.  A user selects a ñderived-fromò product group, the time period, and map projection. 

For Daily and Eight day products, images can only be viewed in the native latitude-

longitude (rectangular) grid.  For Monthly browse images both the native equal-angle (lati-

tude-longitude) grid, as well as an equal-area (Hammer-Aitoff) grid are available. 


